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Decision/action requested

Endorse the proposal and approve the corresponding CR Based on the observations in this contribution
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Rationale
Clause 6.2B.2 TS 23.288 specifies the procedures of DataSetTag which is used to identifies the data set. In general，the data in 5GC can be classify into two type, the one is Model related which is used to AIML, the other one is not.
In content of ML model Provisioning, DataSetTag and ADRF ID if available: indicates the inference data (including input data, prediction and the ground truth data at the time which the prediction refers to) stored in ADRF which can be used by MTLF to retrain or reprovision of the ML model.
Observation1：The model information, such as model structures and model parameters, may be disclosed through model related data (including input data, prediction and the ground truth data at the time which the prediction refers to).

According to recent research [3 and 4], on some commercial MLaaS (Machine Learning as a Service), attackers can steal privacy information such as model structures, model parameters, and hyperparameters through inference data. The value of model theft is that once an attacker obtains information such as the functions and distribution of the target model, the attacker can avoid the charging of the target model or use the information as a service or gain benefits, or even launch white-box attacks on the target model based on the stolen model. 
Observation2：The model related data could be identified by the DataSetTag and the DataSetTag is not protected, then model related data may be leaked to unauthorized entities.
It not defined how ADRF check whether the NFc is authorized to obtain DataSetTag data. An unauthorized NFc, in principle which is not eligible to retrieve a particular dataset stored by a NFp, could have access to the storage entity and retrieve the dataset. One of procedures of DataSetTag is the following:
Clause 6.2E.2 TS23.288 specifies the procedure for MTLF-based ML Model Accuracy Monitoring. In step8a-8f, 
When ADRF ID and/or DataSetTag is given by step 2, the NWDAF containing MTLF may retrieve historical data from the ADRF indicated by the NWDAF containing AnLF at step 2. by invoking Nadrf_DataManagementRetrievalRequest or Nadrf_DataManagementRetrieval_Subscribe service operation. Otherwise, the NWDAF containing MTLF may retrieves the historical data from the DCCF or the NWDAF containing AnLF by invoking Ndccf_DataManagement_Subscribe or Nnwdaf_DataManagement_Subscribe service operation, respectively.
If the unauthorized NWDAF sends the Nadrf_DataManagement_RetrievalRequest to retrieve the data through the DataSetTag constructed by itself, or just even traverse, it can steal the model information of the model which trained on this dataset through the various stealing methods [3 and 4]. 
Observation3：SA3 has already studied the procedure for model protection.
Clause X.10 in living CR for eNA, the detailed procedure for secured and authorized AI/ML model sharing between different vendors has been defiend.
Observation4：There are many similarities between data related procedure and model related procedure. 

Both NWDAF and ADRF are participants in the data and model-related procedure, and both data and models can be stored in ADRF by NWDAF. Their identifiers are of the same type and are identified by a unique ID. More importantly, both data and models are protected to protect models.
Proposal1: The procedures of model authorization could be reused to protect the model related dataset identified by the DataSetTag.
Since the data and models are similar in many ways, it is proposed to reuse the procedures of model authorization to protect the model related dataset identified by DataSetTag.
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Conclusion and Proposal
Observation1：The model information, such as model structures and model parameters, may be disclosed through model related data (including input data, prediction and the ground truth data at the time which the prediction refers to).
Observation2：Clause 6.2E.2, the model related data could be identified by the DataSetTag and the DataSetTag is not protected, then model related data may be leaked to unauthorized entities.
Observation3:  SA3 has already studied the procedure for model protection.
Observation4：There are many similarities between data related procedure and model related procedure. 
 Proposal1: The procedures of model authorization could be reused to protect the model related dataset identified by the DataSetTag.

